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Abstract- Chest radiology is the most common method used for
diagnosis of lung diseases, the term lung disease refers to the
abnormalities that effect the lung organ, diseases are such as
asthma, COPD, lung cancer, pneumonia and many other
breathing problems, in this paper, we develop a system that
defects and classify the lung diseases as either pneumonia or lung
cancer, this is accomplished by two stages they are feature
extraction and classification, feature extraction is done through
the use of Gabor filter, classification is through the use of neural
network’s like feed forward neural network(FFNN), Multi-layer
perceptron neural network(MLPNN), Radial Basis
Function(RBF).

Index Terms- feature extraction, classification, Neural Networks

I. INTRODUCTION

Lungs are the organs which are contained in the thoracic
cavity, there are enveloped in two pleural membranes.

There are two types of lung cancer, that is, small cell lung cancer
and non-small cell lung cancer. The lungs are subdivided into
lobes, compartments and fed by different parts of bronchial and
vessel trees.

Lung cancer is a cancer that starts in the lungs. Lung cancer
can start in the cells lining the bronchi and parts of the lungs such
as the bronchioles or alveoli, changes in the genes (DNA) inside
the lung cells may cause the cells to grow faster, they form a
tumor.

Pneumonia is a other type of lung disease, which can be said
as acute inflammation of lung parenchyma, inflammatory
infiltrate in alveoli.

In this paper lung disease detection system is developed, this
study classifies lung disease images as either lung cancer or
pneumonia, this is accomplished by two stages of system, feature
extraction and classification. Feature extraction is done through
the use of Gabor filter, Gabor filters extract certain important
features from the images Mean, Variance, Standard Deviation,
Homogeneity, Energy, Contrast, Correlation. This set of
extracted features are called as Gabor Feature set. Classification
is done through the use of various types of Artificial Neural
Networks. They are Radial Basis Function, Multi-Layer
Perceptron and Feed Forward Neural Network.

Il. PROPOSED WORK
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Figure: Flow chart of proposed work

The flow chart represents the developed system, which is
used to detect and classify lung cancer and pneumonia lung
disease from a collection of abnormal images, there are several
stages in this system such as Enhancement of the image to
improve the quality, removal of noise using Median filter, feature
extraction using Gabor filter and finally classification using
Artificial the flow chart of proposed system in detail.
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The very first stage is to collect abnormal lung X ray images,
the data set containing 116 images comprising lung cancer(58)
and pneumonia(58) is been utilized.

Data preprocessing

Preprocessing is the process of improving or enhancing the
quality of input image and make the feature extraction phase
more reliable, main motive of preprocessing stages is to remove
noise present in input image, here in the preprocessing stage
median filter is used to remove noise from the input image and
for image enhancement power law transform’s is been used.

Median filter is another type of noise removal filter, it
creates boundary of n*n in the noise input image, the n*n sub
region is scanned over the entire image. The pixel values present
in the n*n boundary is listed or arranged in the descending order,
the middle value (median) is replaced with the centre pixel value
of the n*n boundary. Usually n = 3 or 5 in median filter.

The above process is repeated for all the n*n sub regions of
the input noisy image, such that the pixel value from which noise
has to be removed will be the centre pixel value of each non
boundary.

Feature extraction

Images have a huge number of features, it is important to
recognize and extract such features from input images, feature
extraction is the process done to reduce the complexity of
processing, here for feature extraction we use Gabor filter, Gabor
filter extract local pieces of information which are then combined
to recognize an object or ROl 2D Gabor filter function.
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x'= xcos0+ysin0
y'=-xsin0+ycos0

The Gabor filter will extract the features like Mean,
Variance, Standard  Deviation, Contrast,  Correlation,
Homogeneity, and Energy.

CLASSIFIER

The classifier is a mathematical function which is
implemented using classification algorithm which maps input
data to a particular category. There are various types of
classifiers. One such is Artificial Neural Network(ANN) which is
used in this paper. Artificial neural network is a network of
simple processing elements called neurons, which operates on
their local data and communicates with other elements, three
types of ANN is used here namely Feed forward Network,
Radial Basis function and Multilayer perceptron Network.

I1l. RESULTS AND DISCUSSION

1. Preprocessing results for lung cancer detection

Case 1: lung cancer image
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Feature extraction results:
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Gabor filter response
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Classifier results:

Feed forward neural network
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IV. CONCLUSION

In this project work, lung disease detection system has been
developed, abnormal images are considered as input, on which
preprocessing techniques are applied using power law transform
and median filter to remove noise, features extraction is done by
Gabor filter and finally classification of images as either lung
cancer or pneumonia is done by Atrtificial neural network, Radial
Basis Function Neural Network, Multi Layer Perceptron Neural
Network, Feed Forward Neural Network. Here three types of
ANN classifiers have been used in this project out of which we
have got best results for Feed Forward and Radial Basis Function
Network than compared to all other existing methods of
classifiers, percentage of accuracy been obtained is about 94.8%
for Feed Forward and 94.82% for Radial Basis Function
Network.
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