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Abstract— Everyone wants to get into the best university they could think of for their master’s degree but considered the 

different requirements considered by the universiy’s admission committee, it becomes extremely difficult to predict whether they 

would get into the university or not. Our model will predict whether the student can get into the university and using this model 

we will be trying to tune the parameters and get the best Logistic Regression model for ideal results. Given various tuning 

techinques, we will try to find the best tuning method for our model. Learning the maths behind the tuning techniques and 

model, we will get a clearer idea about how the model works and how we will be improving its overall performance. 
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1 INTRODUCTION

ACHINE Learning is the field of study that imparts 
the ability to automate learning and allows ma-

chines to learn from the data itself. Machine Learning is 
tools and technology that use data to answer questions. 
We have used SciKit Learn’s Logistic Regression algo-
rithm for our dataset. SciKit Learn is a free software ma-
chine learning library which was a project developed by 
David Cournapeau under Google Summer of Code in 
2007. It is a third-party extension to SciPy. Logistic Re-
gression is used to predict the probability of an event. 
Logistic function or Sigmoid function was developed by 
statisticians to describe the growth in population. It is like 
an S shaped curve that takes any numeric value into ac-
count and maps it into a value between 0 and 1 both in-
clusive. The mathematics behind the Logistic Regression 
algorithm is related to that of Linear Regression. Linear 
Regression can predict the exam score of a student be-
tween 0 to 100 whereas Logistic Regression can predict 
whether the student passed or failed the exam. There are 
three types of Logistic Regression: Binary Logistic Regres-
sion, Multinomial Logistic Regression, Ordinal Logistic 
Regression. In this work we will be using Binary Logistic 
Regression and will use techniques to increase its accura-
cy, precision, f1-score, recall and overall performance. 
While making a machine learning model, one can alter 
the learning rates and contraints to optimize the model’s 
performance and these parameters are called hyperpa-
rameters. Hyperparameter are parameters whose values 
are used during the process of learning. The dataset cho-
sen for our model regards with the prediction of the 

chance of admit for a student for his/her master’s degree.  

2 DATASET OVERVIEW 

The dataset chosen for our model is available on kaggle 
and has more then 31,000+ downloads and 216,000+ 
views at the time of this work. The dataset is maintained 
by Mohan S. Acharya and was used by him and the co-
authors in their research work. The dataset consists of 8 
columns and 500 instances. 

3 EXPLORATORY DATA ANALYSIS 

To build a model it is necessary to understand the data in 
the best possible way. 

 
3.1 Understanding the columns 

The eight columns excluding the Serial No. column are 
GRE Score (out of 340), TOEFL Score (out of 120), Univer-
sity Rating (out of 5), Statement of Pupose (out of 5), Let-
ter of Recommendation (out of 5), CGPA (out of 10), Re-
search (0 or 1) and Chance of Admit (between 0 and 1). 
GRE is an exam to check how well prepared a student is 
for graduate-level course work. TOEFL is an English pro-
ficieny exam. University Rating is the rating of the stu-
dent’s Bachelor university. Statement of Purpose is one of 
the key highlights of one’s application which tells the 
admission committee why the student has chosen that 
career path and basis that the score has been given. Letter 
of Recommendation is provided by the bachelor’s univer-
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sity and so the score has been provided. CGPA is the 
score of the student in the university. In the Research col-
umn 1 is means that the student has research experience 
whereas 0 is for no experience. 

3.2 Classifying the variables 

In our dataset we have 7 independent variables (GRE 
Score, TOEFL Score, University Rating, Statement of Pur-
pose, Letter of Recommendation, CGPA and Research) 
and 1 dependent variable (Chance of Admit). We will be 
using the 7 independent variables to predict the depend-
ent variable. 

3.3 Variable Analysis 

We tried to find the mean of each variable. For Research 
we have seen how many people have done research and 
how mant haven’t. We then went to visualize the distri-
bution using the seaborn’s displot for each variable. Do-
ing this we got a clear idea of how our data has been or-
ganized. For Research we used Seaborn’s countplot. 

 

The mean of GRE Score: 316.47/340 
The mean of TOEFL Score: 107.19/120 
The mean of SOP: 3.37/5  
The mean of LOR: 3.48/5 
The mean of CGPA: 8.58/10 
The mean of University Rating: 3.11/5 
The mean of Chance of Admit: 0.72/1 
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For GRE Score most of the instances seem to be between 
310 and 330. For TOEFL Score most of the instances are 
between 105-115. CGPA has a greater number of instanc-
es towards the higher end and so if for Chance of Admit. 
LOR and SOP have more intances around 3 and 4. 
Around 270 people have done research while around 210-
220 haven’t. The distribution plots give us a clear idea as 
of how our data has been organized and how it has been 
distributed. To build a model we must understand the 
correlation between different variables and Chance of 
Admit.  To find this we have used Seaborn’s scatterplot. 
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GRE Score and TOEFL Score have a high impact on 
Chance of Admit as shown in the scatter plot. Whereas 
SOP, LOR, Research and University Rating don’t.  CGPA 
shows the highest correlation with Chance of Admit making it 
the most important factor for admission into a university for 
master’s degree. Students with higher scores in LOR, SOP and 
with some research experience 

5 MATHEMATICS BEHIND LOGISTIC REGRESSION 

Lets first understand how a Logistic Regression model 
actually works by looking at the mathematics behind it. 
The following equation is that of a multiple linear regres-
sion model:  

y = β0 + β1X1 + ⋯ + βnXn 
 
Here y is the variable the model is predicting and the oth-
er terms are the dependent variables with their coeffi-
cients (β). The variable is denoted by x and the coefficient 
by β. Coefficients are the rate by which the predicted val-
ue of y is affected when there is a unit change in the vari-
able corresponding to it.  
   Now coming to Logistic Regres-
sion, lets use the equation of Linear Regression to derive 
the formula and then relate it to our model. Logistic Re-
gression model uses the logistic function which is: 
 

𝑝(𝑋) = (ⅇβ0+β1X1+⋯+βnXn)/(1 +  ⅇβ0+β1X1+⋯+βnXn) 
 
Here X is the event our model will be predicting. X in our 
case will be Chance of Admit. If it is 1 then the person has 
over 75% chance of getting admitted and if 0, the chances 
are less than 0. For logistic regression we predict the 
probability of occurrence of an event which is denoted by 
p(x). β0 will be the intercept provided by our model, β1 −
β7 will be the coefficients provided by our model. X1− X7 
are the values of the X test instance which the model will 
be using for prediction. To help get values close to 0 and 1 
for better prediction we manipulate the above equation 
to:   
 

𝑝(𝑋)/(1 −  𝑝(𝑋)) = ⅇβ0+β1X1+⋯+βnXn 
 
The left side of this equation is called the odds and can 
take values ranging from 0 to ∞. By taking logarithm at 

both sides, we get:  
log (𝑝(𝑋)/ (1 −  𝑝(𝑋))) = β0 + β1X1 + ⋯ + βnXn 

 
So, we get this as our final equation. The left side is called 
the logit or log-odds. The relationship between p(X) and 
X1− X7 is not a straight-line and the rate of change in p(X) 
per unit change in X1− X7 depends on the current value of 
X1− X7. 

6 MODEL PREPARTATION  

6.1 Model 1 

For model 1 we haven’t done any scaling or any hyperpa-
rameter tuning. We manipulated the Chance of Admit 
data by classifying it to 0 and 1 using the Pandas ‘cut’ 
attribute. For chance of admit from 0.0 to 0.74, we have 
set it to 0. For chance of admit from 0.75 to 1.0, we have 
set it to 1. That is if the chance of admit is 75% or greater, 
the chance of admit will be 1 and if lower then 0. We then 
assign x and y values for train test split. To x we assign all 
the values of the columns except that of Chance of Admit. 
To y we assign the values of Chance of Admit. Here are 
how our first 5 instances of x look: 
 

 
Here are how our first 5 instances of y look: 

 
Now to perform train test split we import train_test_split 
from sklearn’s model_selection package. We input x and 
y to use them for split and assign test size to be 0.25, 
which means that our test size will be 25% of the random-
ly chosen data. The random state has been set to 1. Ran-
dom state is used to initialize internal random number 
generator. By setting the random state number, one will 
get the same train test split data over multiple runs which 
helps provide better analysis of data. Let’s have a look at 
our split data now. 
 
First 5 of x train: 
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First 5 of y train: 

 
First 5 of x test: 
 

 
First 5 of y test: 

 
 
Now that our data has been split, we will fit the data into 
the model to train it using ‘fit’ method. Once our data is 
fit, we will see how our model works on the test data by 
making predictions. After making predictions we will 
make a confusion matrix using sklearn’s metrics package 
which helps make a confusion matrix.  
 

[[66 8]  
 [9 42]] 
 

The above matrix is our model’s confusion matrix. So off 
our test set, our model has identified 66 instances as True 
Negatives (TN), 8 as False Positives (FP), 9 as False Nega-
tives(FN) and lastly 42(TP) as True Positives. All these 
values help us calculate precision score, f1-score, recall 
score and accuracy. Precision, F1-score, and Recall are 
different ways to measure how a model has performed.  
 
The formula for precision is: 
Precision = TP/ (TP + FP)  
 
The formula for recall is:  
Recall = TP/ (TP + FN) 
 
The formula for f1 score is: 
F1 = 2 * [(Precision * Recall)/ (Precision + Recall)] 

 
The formula for accuracy is: 
Accuracy = (TP + TN)/ (TP+FP+FN+TN)  

 
So, if we now calculate all the measures using sklearn’s 
built in function, then we get accuracy score as: 0.864 on 
test set and a score of 0.8586 on training set. Which is rea-
sonable taking into account that the data isn’t scaled, or 
the parameters haven’t been tuned. We achieved a preci-
sion score of 0.84, f1 score of 0.8316 and recall as 0.8235. 
The model’s overall performance is decent, but we can 
improve it. In our next models we will be using the same 
data and apply some scaling technique to improve its 
performance. 
 

6.2 Model 2 and 3 with Scalers 

To understand how scaling improves a model, we must un-
derstand why it is used. In our x train and test array, our 
data varies over a very large scale. For model 2 and 3 we will 
be taking the same training and testing data and scale the x 
features. We will be comparing two scaling techniques, 
StandardScaler and MinMaxScaler. Standard Scaler brings 
the values in the x train and x test around 0 making it easier 
for the model to perform. Now to look at MinMaxScaler, it 
will bring the x test and x train values in between 0 and 1. 
 
The formula followed by standard scaler is: 
 (Xi – mean(X))/ stddev(X) 
 
The formula followed by minmaxscaler is: 
 (Xi – min(X))/ (max(X) – min(X)) 
 
For model 2 we will be using StandardScaler and for model 
3 we will be using MinMaxScaler. For our model 2 we apply 
the scaler to x train and x test and then make predictions 
after fitting the model the training data. After fitting the x 
train to scaler, we get the new x train which looks like 
(showing only first 5): 

 
The first 5 of our y train are:  

  
The first 5 of our x test data: 
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The first 5 of our y test data: 

 
Fitting our new training data into the model we achieve an 
accuracy of 0.904 on test set and a score of 89.6 on training 
data. The confusion matrix for the model is like: 
   

[[67 7]  
 [5 46]] 

 
So now our model has predicted 67 True Negatives (TN), 
7 False Positives (FP), 5 False Negatives (FN) and 46 True 
Positives (TP). We achieved a total of 0.8679 precision 
score, 0.8846 f1 score and 0.9019 recall. So clearly our 
model’s overall performance has improved. It happened 
since we centralized all the values in x train and x test 
around 0. 
     
Now to look at model 3, putting the x train and x test data 
we get the following data. 
 
The first 5 for x train: 

 
The first 5 for y train: 

 
The first 5 for x test: 

 
The first 5 for y test: 

  
Fitting our updated data into the model we achieve an accu-
racy like that of the standard scaler which is 0.904 on test set 
but a little lesser score than that of standard scaler on train-
ing set and that is 0.888. The confusion matrix for this model 
is like: 

 
  [[66 8]  

 [4 47]] 
 
So, our model predicted 66 True Negatives (TN), 8 False 
Positives (FP), 4 False Positives (FN) and 47 True Posi-
tives (TP). We achieved 0.8545 precision, 0.8867 f1 score 
and a recall of 0.9215. This is because our data has been 
brought between 0 and 1 or within a limited range. 
 
So overall considering all the parameters of measuring 
the performance of a model, the MinMaxScaler provides 
us with a better model. 
 

6.3 Model 4 and 5 with GridSearchCV 

Using GridSearchCV we will be tuning hyperparameters 
like penalty and C. Penalty can be either L1 or L2. If it is 
L1 then the model is called Lasso Regression and if L2 
then it is Ridge Regression. Lasso Regression model will 
add the absolute value of magnitude of coefficients as 
penalty term whereas Ridge Regression will add the 
squared magnitude of coefficients. C in scikit is the in-
verse of lambda or inverse of regularization strength. We 
will be splitting our data in 10 parts and fit it in our grid 
model. For GridSearchCV we will have to pass a 
param_grid which is the various parameters we ask it to 
test the models on and get the optimal parameters. Our 
param grid looks is: 
 
{'C': [0.001, 0.01, 0.1, 1, 10, 100, 1000], 'penalty': ['l1','l2']} 
 
MODEL 4: Given these parameters and setting cv as 10, 
we will first test on our model with standard scaler which 
is model 2. The x train, y train, x test and y test are the 
same as that of model 2. After fitting the training set into 
the model to train and creating predictions we get a con-
fusion matrix which is:  
 
     [[67 7]  

  [4 47]] 
 
The best parameters given by for grid model are: 
 {'C': 0.1, 'penalty': 'l1'} 
So, our model has identified 67 True Negative (TN) val-
ues, 7 False Positives (FP), 4 False Negatives (FN) and 47 
True Positives (TP). We achieve an accuracy of 0.912 
which shows there is sufficient increase in accuracy using 
GridSearchCV.  The score on training set is 0.904, preci-
sion score of 0.8703, f1 of 0.8952 and recall of 0.9215. So, 
this shows that after the data has been scaled by standard 
scaler, it gives us better results but if we use 
GridSearchCV after scaling our model is likely to show 
more efficiency.   
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MODEL 5: Given the same parameters and the training 
and testing data from model 3 we will create a 
GridSearchCV model. After fitting the training set data to 
train our model and making predictions we get a confu-
sion matrix like: 
 
  [[67 7]  

 [1 50]] 
 
The best parameters given by for model are:  

 {'C': 10, 'penalty': 'l1'} 

So our model has identified 67 True Negative (TN) val-

ues, 7 False Positive (FP) values, 1 False Negative (FN) 

and 50 True Positive (TP) values. We achieve an accuracy 

of 0.936 and a score of 0.901 on training set. Precision 

score achieved was 0.8771, recall was 0.9803 and f1 score 

was 0.9259. So, we can see how much of a difference hy-

perparameter tuning can make. Scaling the data and then 

tuning the parameters helps us provide a better and effi-

cient model.  

7 HOW TO MAKE PREDICTIONS 

To see how predictions are made we will have to use 2-3 in-
built function and call their values.  We will use the intercept 
method of our model to get the intercept or β0 and the coef-
ficients method to get the values of  β1 −  β7. For calculation 
of our predictions, we will take the first set of values of x test 
and predict y test manually to show how prediction are 
made. 
 
The first set of x test values are:  
 

 
So X1 (GRE Score) is 0.46, X2(TOEFL Score) is 
0.48, X3(University Rating) is 0.25, X4(SOP) is 
0.375, X5(LOR) is 0.25, 𝑋6(CGPA) is 0.53267974 and X7(Re-
search) is 0. 
 
The first value in y test array is: 

 
The predicted value by computer is: 

 
Now to see how this value was predicted let’s call the 
intercept using the intercept method of our model. 
Upon calling the intercept, the value provided to us was: 
 

Now we know that our intercept or  β0 is -12.13066541.  
Let’s check the coefficients. Upon calling the coef method, 
the values provided to us were: 
 

 
So β1 (GRE Score) is 3.4788843, β2(TOEFL Score) is 
2.8373769, β3(University Rating) is 1.98895515, β4(SOP) is 
1.00991168, β5(LOR) is 0.40354878, β6(CGPA) is 
11.40485272 and β7(Research) is 0.41679281. 
 
The formula we will be using is that of logistic function: 

𝑝(𝑋) = (ⅇβ0+β1X1+⋯+βnXn)/(1 +  ⅇβ0+β1X1+⋯+βnXn) 
 
Now that we have all the values needed let’s calculate the 
prediction. Calculating only a sub part first which is:  

 
β0 + β1X1 +  β2X2 +  β3X3 +  β4X4 +  β5X5 +  β6X6 + β7X7 

 
we get:  -2.11640816072107. Now we calculate e-2.11640816072107   

and get: 0.12045719515702515180394445887843. Putting the 
values in the formula we get 0.10750718160201006. 
Since the value is less than 0.5, we get 0 as the predicted 
value. So, by seeing this we know how our model used 
logistic function to predict the values. 

7 CONCLUSION 

Everyone knows how to make a machine learning 

model but to apply it in real life scenarios one must 

understand how their model works and how it can be 

made more efficient. To improve its performance, one 

must tune the hyperparameters like in the case of our 

model we tuned C and Penalty hyperparaneters by 

GridSearchCV. With a normal Logistic Regression 

model, we achieved 0.864 and upon improvising via 

scaling and hyperparameter tuning we achieved 0.936. 

So clearly our model has shown better performance. 
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