
International Journal of Scientific and Research Publications, Volume 13, Issue 9, September 2023              54 

ISSN 2250-3153   

  This publication is licensed under Creative Commons Attribution CC BY. 

https://dx.doi.org/10.29322/IJSRP.13.09.2023.p14111    www.ijsrp.org 

Automatic Detection and Tracking of Infrared Aerial 

Targets via Singular Value Decomposition in the Event of 

Infrared Jamming 

Bader Algahtani, Prof. Adnan Affandi  

Department of Electrical and Computer Engineering 

King Abdulaziz University, Jeddah, Saudi Arabia 

 
DOI: 10.29322/IJSRP.13.09.2023.p14111  

https://dx.doi.org/10.29322/IJSRP.13.09.2023.p14111  
 

Paper Received Date: 17th July 2023 
Paper Acceptance Date: 26th August 2023 

Paper Publication Date: 6th September 2023 
 

Abstract – Detecting and tracking an infrared (IR) aerial target in the event of infrared jamming is still challenging. In this paper, singular 

value decomposition (SVD) based algorithms are proposed for the detection and tracking of aerial targets in the presence of decoy flares. 

Features including brightness intensity, dominant orientation and complexity were used for the discrimination against decoy flares. SVD 

characteristics including oriented energy analysis, image energy truncation, and low rank approximation were used to measure these 

features. Obtained results show that brightness based discrimination has a better performance against decoy flares compared to 

orientation based and complexity based discrimination. In addition, orientation based algorthim was able to discriminate between aerial 

targets like helicopters and decoy flares via the dimensions of aerial target parts such as rotor blade surfaces.     
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1. Introduction: 

Aerial infrared tracking plays an important role in military 

aerial reconnaissance, counter air-defense, and terminal 

guidance for many weapon systems such as air-to-air or 

surface-to-air missiles. In military applications, Infrared (IR) 

imaging has many merits including its ability against anti-

interference, all-weather observations, high-guidance accuracy, 

and long range detection [1]. However, on the other hand, IR 

imaging has low-spatial resolution, low signal-to-noise (SNR) 

ratios, and lack of structural information [2]. Therefore, 

tracking aerial targets such as fighter aircraft is still challenging 

in presence of infrared jamming [3,4]. Research in this field is 

still ongoing and many IR tracking algorithms have been 

developed including for example Least Soft-threshold Squares 

Tracking (LSST) [5], Tracking-Learning Detection (TLD) [6], 

High speed tracking with kernelized Correlation Filters (KCF) 

[7], Long-term Correlation Tracking (LCT) [8], Continuous-

Convolution Operators for Tracking C-COT [9], and Efficient 

Convolution Operators for Tracking (ECO) [10]. In addition, 

several algorithms have been developed for dim or small target 

tracking and detection in noisy background including Template 

Matching Tracking (TMT) [11, 12], Mean Shift (MS) [12, 14], 

Temporal Spatial Fusion Filtering (TSFF) [15], and Particle 

Filter (PF) [16, 17]. However, relying on the characteristics and 

properties of Singular Value Decomposition (SVD) that could 

potentially be utilized in IR tracking as will be shown later, 

there could be an opportunity for further development in this 

field. Thus, the focus in this research will be on developing an  

 

 

effective algorithm based on Singular Value Decomposition 

(SVD) that could automatically tracks aerial targets (fighter 

aircraft and helicopters) rapidly and accurately in the presence 

of infrared decoy flares based on infrared image sequence.  

SVD is a factorization of real or complex matrix 𝑀 into three 

independent matrices in the form  𝑀 = 𝑈Σ𝑉𝑇 . A two 

dimensions 𝑁 × 𝑀 matrix can be represented by its SVD as  

 

Where 𝑈 and 𝑉 matrices represent left and right singular 

vectors respectively, and Σ is diagonal matrix whose diagonal 

elements are the singular values. 
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Decoy flares are an aerial infrared countermeasure used by 

fighter aircraft and helicopters to decoy infrared guided 

missiles. 

This paper organized as follows. Section 2 describes the 

procedure followed to conduct this work and the designed 

algorithms. Section 3 shows obtained results. Section 4 

highlights the findings and provide an interpretation for the 

findings. 

 

2. Methodology: 

The goal in this work is to design one or more algorithms that 

can detect and track aerial targets in the presence of decoy 

flares. Manual features extraction and quantitative methods 

were used to segregate aerial targets from decoy flares.  

This section organized as follows. Section 1 highlights the 

features of IR aerial targets. Section 2 states the assumptions 

relating to IR aerial targets and decoy flares. Section 3 explores 

SVD characteristics that can be used. Section 4 explains 

image’s foreground subtraction technique used in this work. 

Finally, section 5 introduces proposed algorithms.   

2.1. IR Aerial Target Features 

An aircraft has an infrared-signature that is the visible 

representation of the exterior temperature of the aircraft 

fuselage [18]. Infrared-signature of an aircraft forms from 

several radiation-emitting sources including aircraft’s metal 

skin, jet engine, and plume via air friction and hot exhausts 

[18]. Thus, infrared-signature usually has features that could 

allow the detection and tracking of aircraft. Figure (1) shows an 

example for an infrared image of a fighter aircraft and a 

helicopter. As shown in Figure (1), there are several features 

associated with aerial targets. These features including but not 

limited to: (1) brightness intensity, (2) dominant orientation, 

and (3) complexity.   

 

 (a) 

 

(b) 

 

 

In addition, these features are also applicable to infrared-decoy 

flares as well. Figure (2) shows an example for an infrared 

image of decoy flares released from a helicopter. As shown in 

Figure (2), the above-mentioned features are also associated 

with decoy flares. However, the discrimination between aerial 

targets and flares relies on the distinguishable features. 

Therefore, several key assumptions are introduced in the 

following section.  

 

 

 

2.2. Research key Assumptions 

Table (1) comparatively shows the underlying assumptions 

relating to the features associated with aerial targets and 

infrared decoy flares. However, these features are impractical 

without the ability to measure them. Therefore, the following 

section highlight this topic. 

 

   

(1) DF: Decoy Flare 

(2) FA: Fighter Aircraft 

(3) A: Fighter Aircraft with afterburner  

(4) B: Fighter Aircraft without afterburner  

(5) H: Helicopter 

 

2.3. SVD Characteristics 

SVD has several characteristics that are advantageous for 

measuring the features explained in the preceding section. 

Generally, these characteristics allowed SVD to be used in 

Features 

Aerial Target vs. DF1 

FA2 

H5 

A3 B4 

Brightness 

Intensity 
A > DF B < DF H < DF 

Dominant 

Orientation 
A > DF B > DF H > DF 

Complexity A > DF B > DF H > DF 

Table 1. Aerial target features vs. decoy flare features 

Figure 1. Infrared image of (a) a fighter aircraft and (b) a helicopter 

Figure 2. Infrared-decoy flares discharged from a helicopter 
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several applications including oriented energy analysis, image 

energy truncation, and low rank approximation [19]. SVD 

singular value characteristics can be exploited to measure the 

brightness intensity and complexity of aerial targets. In 

addition, SVD singular vector characteristics can determine the 

dominate orientation of aerial targets. The use of SVD’s 

characteristics for measuring aerial target features are 

explained in the following subsections. 

2.3.1 Frobenius Based Brightness Intensity Measurement 

In this section, an intuitive explanation of Frobenius norm 

based energy or brightness measurement concept is introduced. 

The image region of interest has to be classified as an aerial or 

a non-aerial target based on the gray-level intensity of image 

region. The assumption here is that, the aerial target 

corresponds to image region that has a gray-level intensity 

(brightness intensity) as described in Table (1).  Based upon 

this concept and its performance in the presence of infrared 

decoy flares, an IR aerial target detection and tracking 

algorithm is then proposed. 

Matrix norm is a scalar that reflects how large are the elements 

magnitude of the matrix [20, 21]. The Frobenius norm of 𝑁 ×
𝑀 image region of interest (𝑤𝑖) (where 𝑖 = 1,… , 𝑘 and 𝑘 is 

number of image regions per single frame) is defined as  

𝑁𝑜𝑟𝑚𝐹(𝑤𝑖) = √∑∑𝑑𝑖𝑎𝑔(𝐴, ∗ 𝐴)

𝑛

𝑗=1

𝑚

𝑖=1

= √∑∑|𝐴|2
𝑛

𝑗=1

𝑚

𝑖=1

 

Equivalently, Frobenius norm can be computed directly as 

follows 

||𝑤𝑖||𝐹 = √𝑆1
2 + ⋯+ 𝑆𝑛

2 = √∑ 𝑆𝑖
2𝑛

𝑖=1   , 𝑖 = 1,… , 𝑛 

Where 𝑆1 …𝑆𝑛 are the singular values that result from the SVD 

of the matrix( 𝑤𝑖). Thus, Frobenius norm value can be used as 

metric to measure and compare aerial targets brightness 

intensity.     

2.3.2 SVD Based Dominant Orientation Measurement 

The aim of this section is to introduce the concept of dominant 

orientation of geometric structure in image region of interest. 

Here the image region corresponds to an object that has to 

classify as either an aerial or a non-aerial target. By using this 

concept, this implies classifying objects according to their 

orientation. Therefore, this approach is appropriate when the 

aerial target is assumed to be oriented as explained in Table (1). 

Based upon this concept and its performance in the presence of 

decoy flares, an IR target detection and tracking algorithm is 

then proposed.  

The geometric structure can be estimated using image gradient 

i.e. differences among pixels. It is well known in image 

processing that the gradient of image is the directional change 

in the intensity as shown in Figure (3).  

 

 

 

 

 

   

The gradient matrix of image region of interest depends on the 

method used to calculate the discrete derivatives. For example, 

consider an image arranged as matrix 𝐴(𝑥, 𝑦), then, the 

gradient of 𝑁 × 𝑁 image region 𝑤𝑖 is defined as  

𝐺𝑤𝑖
= 

[
 
 
 
 
 

.

.

.
𝐴𝑥(𝑘)

.

.

.

    

.

.

.
 𝐴𝑦(𝑘)

.

.

. ]
 
 
 
 
 

  ,  𝑘 ∈ 𝑤𝑖 

Where [𝐴𝑥(𝑘),  𝐴𝑦(𝑘)]𝑇 indicates the gradient of the 

image at point (𝑥𝑘, 𝑦𝑘). The gradient 𝐺𝑤𝑖
 of 𝑁 × 𝑁 image 

region (𝑤𝑖) in 𝑥 and 𝑦 directions is produced by first converting 

𝑤𝑖 to a column-stacked 1 × 𝑁2 vector �⃗⃗�  and then applying two-

dimensional convolution with the filters [22] 

      
1

2
 ×  [

0 0 0
−1 0 1
0 0 0

] (𝑖𝑛 𝑥 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛),      

1

2
 ×  [

0 0 0
−1 0 1
0 0 0

] (𝑖𝑛 𝑦 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛) 

 

Or the filters 

1

8
 × [

−1 0 1
−2 0 2
−1 0 1

] (𝑖𝑛 𝑥 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛),     

 
1

8
 ×  [

−1 −2 −1
0 0 1
1 2 1

] (𝑖𝑛 𝑦 𝑑𝑖𝑟𝑒𝑐𝑡𝑖𝑜𝑛) 

 

The gradient matrix 𝐺𝑤𝑖
 of 𝑤𝑖 is then obtained by horizontally 

combining the arrays derived from the 2-D convolution of 

above-mentioned filters with 𝒏⃗⃗  ⃗. 

The dominant orientation of 𝑤𝑖 is obtained by applying the 

economic form of singular value decomposition (𝑆𝑉𝐷) of 𝐺𝑤𝑖
 

[23] [24] as follows 

𝐺𝑤𝑖
= 𝑈𝑆𝑉𝑇 = 𝑈 [

𝑆1 0
0 𝑆2

] [𝑣1 𝑣2]𝑇 

Figure 3. The blue arrows illustrate the direction of the 

gradient. Dark area illustrates higher values. 

https://dx.doi.org/10.29322/IJSRP.13.09.2023.p14111
http://ijsrp.org/


International Journal of Scientific and Research Publications, Volume 13, Issue 9, September 2023              57 

ISSN 2250-3153   

  This publication is licensed under Creative Commons Attribution CC BY. 

https://dx.doi.org/10.29322/IJSRP.13.09.2023.p14111    www.ijsrp.org 

Where 𝑈 and 𝑉 are orthonormal matrices and they respectively 

represent the left and right singular vectors, 𝑆1 and 𝑆2 represent 

the singular values. The column vector 𝒗1 represents the 

dominant orientation of gradient field of image region of 

interest 𝐺𝑤𝑖
 . On the other hand, 𝒗𝟐 represents the dominant 

edge orientation. Certainty of the dominant orientation estimate 

could be measured by obtaining the difference ∆𝑆 between  𝑆1 

and 𝑆2 [25]. Thus, the accuracy of dominance could be 

calculated as 

∆𝑆 = 𝑆1 − 𝑆2  

Alternatively, the difference normalized is defined as  

∆𝑆 =
𝑆1 − 𝑆2

𝑆1
 × 100 

The direction of dominant orientation is the angle Ө between 

𝒗1 and the horizontal axis such that 

Ө = tan−1
      𝑦      

𝑥
 

Where 𝑦 and 𝑥 are the  𝒗1 components. 

This explanation of local dominant orientation is validated 

experimentally as shown in figure (4). 

   

  

 

 

2.3.3 Low Rank Based Complexity Measurement 

Low rank based complexity measure using singular value 

decomposition (SVD) presented in this section. Complexity 

determined by the number of signaler values that are required 

for low rank approximation. SVD can offer low rank 

approximation by considering only non-zero singular values 

[2]. This is useful to measure the complexity of image region 

of interest such that, the smaller the difference between the rank 

of original image region and the approximated image, the more 

complex is the image region. The 𝑤𝑖 can be expressed as the 

sum of rank-one matrices [2] as follows 

𝑤𝑖 = ∑𝑆𝑗𝑈𝑗𝑉𝑗
𝑇 =

𝑘

𝑗=1

𝑆1𝑈1𝑉1
𝑇 + 𝑆2𝑈2𝑉2

𝑇 + ⋯+ 𝑆𝑘𝑈𝑘𝑉𝑘
𝑇 

Where 𝑘 is the rank of 𝑤𝑖. The partial sum captures as much of 

“energy” contained in 𝑤𝑖. An intuitive approach to estimate 

complexity is as follows 

 

Figure (5) shows the singular values of a grayscale image. As 

can be seen in this figure, some singular values are equal to zero 

or are very small. The number of these small singular values 

varies from one image to another depending on the details of 

the image.      

 

 

 

2.4. Foreground Subtraction 

Foreground subtraction is necessary to allow image’s 

foreground to be extracted for detection, tracking, and further 

processing. The method used to extract image’s foreground in 

this work is based on threshold detection. If the input pixel is 

above the threshold, then that pixel will be equal to one, and 

zero otherwise. The 170 value was selected as a threshold as 

long it captures the overall details of the target without 

including unnecessary background noise or sacrificing target 

details. Figure (6) highlights this issue.  

 

 

 

2.5. Proposed Algorithms 

Three algorithms are introduced in this section. These 

algorithms were developed tacking into account SVD singular 

values and vectors characteristics that can be exploited for 

detecting and tracking aerial targets in the event of releasing 

decoy flares. Each algorithm detects and tracks aerial targets 

using only one of aerial target features. Pseudo codes of these 

algorithms explained in the following subsections.  

 

Figure 4. ∆𝑆 Of first three shapes (square, circle, and rhombus) are 

zero, while ∆𝑆 of last shape (ellipse) is nonzero value. 

Figure 5. (Top) 256-by-256 pixels, grayscale image of a Falcon 

bird. (Bottom) non-increasingly ordered singular value map of 

image Falcon. 

Figure 6. Binary image (top) produced by threshold detection (with 

threshold=170) and the original image (bottom) 
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2.3.4 Frobenius Based Brightness Intensity Algorithm 

 

 

2.3.5 SVD Based Dominant Orientation Algorithm  

 

 

 

 

 

 

 

 

2.3.6  Low Rank Based Complexity Algorithm 

 

 

3. Results 

The purpose of this research is to design an algorithm capable 

of detecting and tracking aerial targets in the presence of decoy 

flares. Therefore, the three algorithms defined in the preceding 

section have been tested in the presence of decoy flares. The 

results of two types of aerial targets are shown in following 

subsections. 

 

3.1. Helicopters 

Table (2) as well Figures (7-10), show the performance of the 

three algorithms. Table (3) shows the results.  

 

Figure 7. Binary image of Helicopter & decoy flares 
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Object 
Orientation 

(∆𝑆) 

Brightness 

( 𝐹𝑟𝑜𝑏𝑒𝑛𝑖𝑢𝑠 𝑁𝑜𝑟𝑚) 

Complexity 

(𝐶) 

1 54.9514 37.2424 0.9811 

2 73.9111 5.7446 0.6667 

3 52.2408 1.4142 0.5000 

4 33.0036 25.6515 0.9655 

5 66.6667 1.0000 0.5000 

6 51.3973 3.7417 0.7500 

7 52.2408 1.4142 0.5000 

8 15.9208 2.8284 0.7500 

9 10.1371 3.1623 0.7500 

10 66.6667 1.0000 0.5000 

11 36.7544 1.7321 0.6667 

12 57.0094 1.7321 0.5000 

13 66.6667 1.0000 0.5000 

14 29.2893 2.2361 0.6667 

15 58.5961 2.4495 0.6667 

16 57.0094 1.7321 0.5000 

17 59.8453 2.6458 0.7500 

18 66.6667 1.0000 0.5000 

19 43.6710 2.4495 0.7500 

20 52.2408 1.4142 0.5000 

21 29.7906 16.4317 0.9524 

22 39.4829 15.1327 0.9333 

23 44.7601 3.0000 0.7500 

24 8.3635 4.7958 0.8333 

25 35.6429 2.0000 0.6667 

26 4.6537 1.7321 0.6667 

 

 

Algorithm Performance 

Brightness based discrimination Excellent 

Orientation based discrimination Acceptable 

Complexity based discrimination Poor 

 

 

 

 

 

 

 

 

 

 

 

    

3.2. Fighter Aircraft  

Figure 8. Orientation based discrimination (max) 

 

Figure 9. Brightness based discrimination (min) 

Figure 9. Brightness based discrimination (min) 

 

Figure 10. Complexity based discrimination (max) 

Table 2. Performance of the three algorithms 

Table 3. Results of the three algorithms 
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Table (4) and Table (5) as well Figures (11-17), show the 

performance of the three algorithms for fighter aircraft with and 

without afterburner. Table (6) shows the results.  

     

 

 

 

 

 

 

 

 

 

 

Object 
Orientation 

(∆𝑆) 

Brightness 

( 𝐹𝑟𝑜𝑏𝑒𝑛𝑖𝑢𝑠 𝑁𝑜𝑟𝑚) 

Complexity 

(𝐶) 

1 61.9857    9.6437    0.8571 

2 36.3000 10.3923 0.9286 

 

 

 

 
Algorithm Performance 

Brightness based discrimination Excellent 

Orientation based discrimination Poor 

Complexity based discrimination Poor 

 

 

 

 
 

 

 

 

 

 

 

 

     

     

Figure 11. Binary image of fighter aircraft and decoy flares 

Figure 12. Orientation based discrimination (max) 

Figure 13. Brightness based discrimination (max) 

Figure 14. Complexity based discrimination (min) 

Table 4. Performance of the three algorithms 

(without Afterburner) 

Table 5. Results of the three algorithms 

Figure 15. Orientation based discrimination (max) 

Figure 16. Brightness based discrimination (max) 
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Object 
Orientation 

(∆𝑆) 

Brightness 

( 𝐹𝑟𝑜𝑏𝑒𝑛𝑖𝑢𝑠 𝑁𝑜𝑟𝑚) 

Complexity 

(𝐶) 

1 49.79 121.82 0.88 

 

 

 

    

4. Discussion     

 

The interpretation and significance of the findings in the results 

are explained in this section. Brightness based discrimination 

proved to be effective against decoy flares for both aerial 

targets (fighter aircraft & helicopters) since this feature is 

distinguishable. For helicopters, the results show that they emit 

smaller infrared radiation compared to decoy flares. For fighter 

aircraft, the emitted IR radiation is greater than the radiation of 

decoy flares if afterburner is used. However, in the case of no 

afterburner is used, decoy flares usually emit more or equal IR 

radiation compared to the fighter aircraft. Figure (12) and 

Figure (13) show the IR radiation emitted by decoy flares 

compared to aircraft. In this situation, the algorithm should be 

adjusted to track minimum brightness.  

 

 
 

  

    

 
       

 

 

Orientation based discrimination showed poor performance in 

tracking fighter aircraft with and without afterburner. The 

tracking was always toward the extended part of the plume 

generated by the exhaust as shown in Figure (13). However, 

orientation based discrimination with helicopters showed 

acceptable performance mainly due to the orientation of rotor 

blades. The length and width of rotor blades generate maximum 

orientation as shown in Figure (1) and Figure (2).  

 

 

 

Complexity based discrimination showed poor and unstable 

performance in all cases. Figure (14) shows the performance in 

tracking supersonic aerial target. 

  

 

Figure 17. Complexity based discrimination (max) 

Table 6. Performance of the three algorithms  

(with Afterburner) 

Figure 18. IR radiation emitted by decoy flares 

compared to aircraft 

Figure 19. IR radiation emitted by decoy flares compared 

to aircraft 

Figure 20. Orientation based discrimination follow the 

extended plume generated by the exhaust 

Figure 21. Performance of complexity based algorithm in 

detecting and tracking supersonic target 
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5. Conclusion 

In summary, the goal of this research is to design an algorithm 

capable of detecting and tracking aerial targets (fighter aircraft 

and helicopters) in the presence of decoy flares. Features 

including brightness intensity, dominant orientation and 

complexity were used for the discrimination against decoy 

flares. SVD characteristics including oriented energy analysis, 

image energy truncation, and low rank approximation were 

used to measure these features. Obtained results showed that 

brightness based discrimination has a better performance 

against decoy flares compared to orientation based/complexity 

based discrimination. In addition, orientation based 

discrimination well performed with helicopters due to the 

dimensions of their rotor blades.      
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